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‘ Abstract |

For functions with strict saddle points and isolated min-
Imizers, we show that the classical trust-region methods
finds an approximate second-order critical point in a num-
ber of iterations that depends logarithmically on the accu-
racy parameter, which significantly improves known results
for general nonconvex optimization.

‘ Introduction |

Consider the following optimization problem:
min f (@) (1)
where M is a (smooth) Riemannian manifoldsand f : M —
R Is smooth and nonconvex.
Target points satisfy second-order necessary optimality
conditions: x € M,

lgradf(z)]| <eg  and Ay (Hessf(x)) > —eg.  (2)

» Second-order Riemannian trust-region method produces
an approximate second-order critical point (2) in at most

O (1/ min (53, 53}[))
iterations [2].

* These are pessimistic worst-case bounds which do not
reflect the practical behaviour of these methods on many
applications.

« We improve this result in the case of strict saddle func-
tions
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Figure 1: Minimization of the Rayleigh quotient on the
sphere of dimension 10°.

‘ A class of strict saddle functions |

Definition 1 Let f: M — R be twice differentiable and let
o, 8,7, 0 be positive constants. The function f is («, 3,7, 9)-
strict saddle if the manifold M satisfies M = R{ U Ro U Ra3,
where

Ri={z e M:|gradf(z)|| = o}

Ro={z € M : Ay (Hessf(x)) < -8}

R3 = {x € M : there exists x* € M, a local minimizer of
f such that dist(x, z™) < § and f is geodesically
v-strongly convex over the set {y € M dist(z™,y) < 2}.
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Applications There are many applications...

Region R Region R% The composition of all regions

Figure 3: Landscape of phase retrieval [1]

| Trust-region methods |

Variant of Newton’s method, with global convergence
guarantees. At each iterate z;. € M, build a local quadratic
model of f:

mils) = flog) + (madf(ag).s) + o s, Hys) (3

where H;. : T, M — Ty M is the Hessian of f.

Algorithm 1: Riemannian trust-region method

input :zpe M
output: Optimal point z*.
1 begin
2 Compute s;. as a solution of the trust-region
subproblem

sp. € argmin mp(s) subjectto ||s|| < Ar, (4)
SET%M

where m;. is the model defined by (3).

f(x) — f(Re(sg))

Compute p;. = and set
3 mp(0) —my(sg)
o [ Belze) g =m
SR otherwise.
( min (oA, A) if p. > no [very successful
AV ifmo > pr. > m [successful,
\Tlﬁk otherwise.  [unsuccessful]
5 end

‘ Main Results |
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Theorem 1 Under reasonable assumptions, Algorithm 1
produces an iterate satisfying (2) in at most

Ch
min( a2, at/38, a4y, 232, 38, 82y, 32,77,

+1 4 10g2 10g2 (02’7289_1)

successful iterations, where the constant C1,Cy > 0 de-
pends on smoothness and algorithmic constants.

« Complexity depends on landscape parameters and not
on accuracy e.

* Newton’s method on strongly convex function re-
quires O (v +loglog(y’e™ 1)) iterations in the worst-
case [Boyd and Vandenberghe, 2004].

If o, B,~ are known, we show a similar result for inexact
minimization of the subproblem (4) using truncated con-
jugate cradients (tCGQG).

« Extends the ideas of [1] and [3] to generic manifolds and
a generic second-order method.

| Conclusions |

Strict saddle properties improve the worst-case complex-
ity of optimization algorithms.
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